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Abstract

The flow of hot fluid having a harmonic component superposed on the mean flow velocity is considered
flowing through an insulated cylindrical shell. The cylindrical shell will be subjected to thermal load due to
the flow of hot fluid. The semi-analytical finite element forms the basis for modelling the structural
continuum under the influence of temperature and the flowing fluid. The fluid flowing through the
cylindrical shell is incompressible and linear potential flow theory is used to formulate the fluid domain.
Bernoulli’s principle and impermeability conditions of the fluid are the basis for a coupled fluid–structure
interaction analysis. Model reduction technique in conjunction with the fourth order Runge–Kutta method
using Gill’s coefficient is adopted to compute the state transition matrix which provides the stability
information of the periodic system. The results of the theoretical studies are presented related to instability
regions due to a pulsatile flow of hot fluid through a cylindrical shell. Hot fluid at various magnitude of
constant temperature limited by the critical thermal buckling temperature is considered in the study. The
effect of fluid temperature and excitation parameter on the behavior of dynamic instability of the system is
examined.
r 2003 Elsevier Ltd. All rights reserved.

1. Introduction

Pumps like the reciprocating type and gear pumps used to discharge fluid into the circulatory
system, in general, will have flow velocity variations about the mean flow. Hot fluid circulation is
typically encountered in hot water heating system and distribution, steam generating stations,
petroleum industries, nuclear power stations and the likes. The piping and other accessories in the
circuit are generally well insulated to prevent heat loss. Pulsating flow of fluid especially in heat
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transfer process and equipments has considerable significance from the point view of heat transfer
rates. Generally the problems related to flow-induced vibrations are encountered in the power
generation industry and processing industries; in spite these being complex there has been
enormous contribution by many researchers in understanding and providing solutions. Looking
in this direction recently, Weaver et al. [1] have reviewed various problems like (i) turbulence-
induced vibrations in parallel flow occurring over surfaces of structures and cross-flow over beams
and tubes, (ii) mechanism of vorticity shedding and its associated excitation problems, (iii)
fluidelastic instability, (iv) axial flow-induced vibrations and instabilities and (v) the effect of two
phase flow regimes on vibration parameters. The mechanism associated with these problems and
the mathematical models to analyze the same have been addressed.

Research activities in the area of dynamics of pipes conveying fluid, parametric and
combination resonances in piping system due to pulsating flow and the findings thereof has
been considered to be of valuable information to the industrial sections. One of the earliest articles
containing reviews related to the research work in the area of dynamics and dynamic stability of
pipes conveying fluid was published by Paidoussis and Issid [2]. Paidoussis and Issid derived the
equation of motion for a flexible pipe conveying fluid which is more general in many respects like,
effects of external pressurization and external tension were included, the derivation takes into
account the longitudinal acceleration of the fluid, hence can be applied to studies when flow
contains harmonic components. They used Kelvin–Voigt type model for the pipe material in order
to account for internal dissipation. Thorough investigations on dynamics of pipe conveying fluid
with simply supported ends, clamped–clamped ends and cantilevered pipes were presented. They
considered the effect of viscoelastic damping on the stability of the system. The difference in the
behavior of the system with low and high mass ratio was also presented. Apart form this, studies
related to pipes containing harmonically varying flow can also be found. Parametric instability
boundaries were computed based on the Bolotin’s method. Various configurations of the pipes
like pinned–pinned, clamped–clamped and cantilevered were considered in the study. The effect of
with and without viscous damping and viscoelastic damping on parametric instability boundaries
were compared. The effect of flow velocity and viscous damping on the principal regions of
instability were also studied. Paidoussis and Sundararajan [3] carried out theoretical investiga-
tions on the parametric and combination resonances in continuous flexible pipe conveying a
pulsating flow. The boundaries of the regions of parametric resonance were obtained by Bolotin’s
method and boundaries of the combination resonance were computed using the Numerical
Floquet analysis. It was found that in the case of a pipe with clamped ends combination
resonances are associated with the sum of the eigenfrequencies, while for cantilevered pipes they
are associated with the difference of the eigenfrequencies. Subsequent to this work, Paidoussis and
Issid [4] carried out experimental investigations on clamped–clamped and cantilevered pipes
conveying harmonically disturbed fluid in order to observe parametric resonances and
combination resonances and compared the experimental results with theoretical results. They
used silicon rubber pipes, water at low velocity was considered. Pioneering studies related to
dynamic instability of pipes conveying fluctuating fluid were from Chen [5] followed by Ginsberg
[6] and Paidoussis and Issid [2]. Ginsberg [6] derived the general equations of motion for small
transverse displacement of a pipe conveying fluid based on the transverse force exerted by the
flowing fluid. For the case of a simply supported pipe Galerkin method was utilized to obtain the
solution. The dynamic instability regions were evaluated and it was shown that the region of
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dynamic instability increases with increased amplitude of fluctuation. Ariaratnam and
Namachchivaya [7] carried out dynamic stability studies on cylindrical pipes for boundary
conditions like pinned–pinned and clamped–clamped. Method of averaging was employed to
obtain stability boundaries. For large harmonic perturbation they proposed a numerical method
based on Floquet theory due to Bolotin to obtain stability boundaries. The effects of flow velocity,
dissipative forces, boundary conditions and virtual mass on the extent of the parametric instability
regions were discussed. An up-to-date comprehensive survey on the dynamic studies of pipes
conveying fluid has been complied by Paidoussis and Li [8]. This review encompasses most of the
topics right from the basic study on simple flexible pipes with usual boundary conditions to the
present day understanding of the problem in terms of non-linear analysis and chaotic dynamics.
Paidoussis [9] has again looked into topics on flow-induced instabilities in tubular structures,
dynamics and stability of cylindrical structures with external axial flow, flow-induced vibration
due to flow of fluid in the annular space of a coaxial cylindrical shells, instabilities caused by cross-
flow of fluid over a bundle and/or array of tubes as found in heat exchanger, high pressure steam
generators, and reported a brief review on these topics. Bohn and Herrmann [10] had carried out
studies on the dynamic behavior of articulated pipes (two straight rigid pipe segment being
suspended) conveying fluid with small periodic disturbances. They illustrated the importance of
the magnitude of low rate oscillation on the occurrence of parametric and combination
resonances. They further obtained an algebraic criterion for minimum flow rate amplitude so that
one can avoid the parametric resonance. Lee et al. [11] developed a new theory for the dynamics of
pipe conveying fluid so as to solve practical problems encountered due to operation of valves and
pumps. They used Newton’s law of motion to derive the equation to address the vibration of
pipeline and used deformable moving control volume concept to derive fluid equations.

Gorman et al. [12] derived the non-linear equation of motion of a flexible pipe conveying
unsteady flowing fluid. Their model includes the effect of radial shell vibration of pipes, initial
axial tensions within the pipes besides considering the Poisson and friction coupling. The dynamic
response of a pipe line conveying fluid with a pulsating flow has been illustrated. Zhang et al. [13]
have carried out studies on the vibratory characteristics of initially tensioned orthotropic
cylindrical shells conveying fluid. New finite element formulation developed on the basis of three-
dimensional theory of elasticity and the Eulerian equations are used. Their analysis is restricted to
linear systems even though non-linear strain-displacement is used to derive the geometric stiffness
matrix. Further Zhang et al. [14] have considered the initial stresses due to hydrodynamic pressure
within the shell and its influence on the vibratory characteristics of a cylindrical shells conveying
fluid. Amabili et al. [15] carried out investigation on the non-linear dynamics and stability of
circular cylindrical shells containing fluid flow. They used the non-linear Donnell’s shallow shell
theory to model large amplitude shell motion and linear potential flow theory to describe the
fluid–structure interaction. Subsequently Amabili and Garziera [16] extended their studies to
shells with flowing fluid as well as immersed in axial flow of fluid. Here they used Flugge theory of
shell to describe the shell motion. Now the study encompasses various effects like non-uniform
boundary conditions, radial pressure, initial pre-stress etc. Jayaraj et al. [17,18] formulated a semi-
analytical finite element for the fluid domain to study the dynamics of shells conveying fluid. They
conducted extensive studies on the shells made of isotropic as well as orthotropic materials. They
could illustrate the divergence type buckling as the flow velocity reaches a critical velocity. The
lowest critical velocity of fluid causing the shell to lose static stability coincides with the mode of
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the shell vibration having the lowest natural frequency. Apart from this their analysis could also
predict the various characteristics regions involved in the dynamic behavior of shells conveying
fluid like the shell becoming unstable when velocity of water attains critical velocity and it remains
so in a small region of fluid flow, restabilizing as the flow velocity increases and further as velocity
is increased the modes join which lead to coupled mode flutter, these results are well established in
the past by Paidoussi and Issid [2]. Compressible as well as incompressible fluid characteristics
have been considered in formulating the fluid domain. In the compressible fluid domain the
velocity potential satisfies the wave equation (in acoustic sense) and in the case of incompressible
fluid the velocity potential satisfies the Laplace equation. Further, Jayaraj et al. [19] carried out
studies on the parametric excitation in cylindrical shells conveying pulsating fluid. They
considered incompressible fluid to model the fluid flow domain. One is aware of the numerical
overflow problems in case of parametrically excited system with large number equations. This
problem was circumvented by the model reduction of the coupled fluid–structure system using the
undamped eigenvectors. This has the advantage of understanding the instabilities of the individual
modes as well as the instabilities considering various modes together, which has been illustrated in
their work. They have studied the parametric instability of bending mode only. Kadoli and
Ganesan [20] have carried out studies on the dynamics of shells conveying hot fluid through the
clamped–clamped cylindrical shells made of HS-Graphite/Epoxy. The study illustrated the
buckling (divergence type instability) of the system due to a steady flow of hot water, at constant
temperature, for flow velocities near the critical velocity. Various magnitude of water temperature
was considered in the study to determine the influence of the magnitude of water temperature on
the critical flow velocities. It was also found that the lowest critical velocity of hot water happens
to coincide with the buckling mode of the cylindrical shell having the lowest thermal buckling
temperature.

2. Problem definition, analysis and computation approach—a discussion

In this paper a problem in a situation is considered where a displacement type of pump
discharges hot fluid into a perfectly insulated cylindrical shell which is a major part of the hot fluid
distribution circuit, see Fig. 1. The investigation on the dynamic stability of a system comprising
of the insulated cylindrical shell conveying pulsating hot fluid is attempted. The pulsating flow of
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Fig. 1. Schematics of the system under investigation: a cylindrical shell conveying hot fluid.
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hot fluid is assumed to have a time-dependent harmonic component superposed on the steady
mean flow velocity. The shell is assumed to be perfectly insulated so that heat loss to atmosphere
is negligible. This assumption should ensure that under the existing flow conditions the
temperature of the shell wall is equal to that of hot fluid.

The inlet and outlet fluid temperature does not vary to a great extent so that uniform
temperature is assumed to exist along the length of shell. The presence of hot fluid flowing inside
the shell, in effect, is considered to produce thermal loading on the shell. Hence the initial stresses
in the shell are accounted for analysis through the geometric stiffness matrix. Water is considered
as the working fluid. The flow is assumed to have a uniform velocity profile over internal area of
cross-section and the pressure of flowing water is above atmospheric pressure. The hot water has
negligible viscosity and it is assumed to be incompressible. Density variation of water at higher
temperature is ignored. The cylindrical shell is assumed to have its edges perfectly clamped. Effect
of the insulation over the cylindrical shell on the shell dynamics is neglected. There are no studies
in the literature related to studies involving parametric excitation of cylindrical shells conveying
hot fluid. In the present paper possibly for the first time in literature an attempt is made to study
the parametric instability of shell conveying pulsatile hot fluid. Apart from this it is necessary to
evaluate the thermal stress influence on the parametric instability.

Ramasamy and Ganesan [21] developed a semi-analytical finite element formulation to study
the vibratory characteristics of fluid filled orthotropic cylindrical shells with constrained
viscoelastic layer (i.e., viscoelastic layer constrained between the orthotropic lamina). Jayaraj
et al. [17–19] used the viscoelastic layer constrained within orthotropic cylindrical shell semi-
analytical finite element formulation developed by Ramasamy and Ganesan and coupled with the
flowing fluid domain for their studies on the dynamics of shells conveying steady flow of fluid as
well as fluctuating fluid. The structural degree of freedom of the viscoelastic layered cylindrical
shell is seven (i.e., five-degree-of-freedom for the core and two degree of freedom for the facings).
Jayaraj et al. modifies the shell formulation by considering all the three layers made of same
material and each layer with equal thickness. It is possible to degenerate the structural equations
of the constrained viscoelastic shell so as to carry out analysis for a conventional shell lamina on
the lines of first order shear deformation theory, thereby shell lamina will have five-degree-of-
freedom viz. f u v w cs cy g: In order to achieve this it is possible to make the thickness of
the facings either very small or set to zero and the core layer thickness equal to shell thickness.

Keeping these points in mind and for overall computational work we use the computer code
developed by Jayaraj et al. [19] which helps to analyze the parametric instabilities in shells
conveying fluid. As stated previously the program is modified so that the additional rotational
degrees of freedom of the facings are suppressed and also setting the thickness of the inner and
outer facing equal to zero so that it simulates the computation of shell stiffness and mass matrix
based on FSDT. In addition to this, the geometric stiffness matrix which is time independent is
included in the analysis. This stems from the fact that the shell wall is subjected to thermal loading
due to axisymmetric temperature distribution. The fluid domain is for an incompressible fluid.
The stability analysis of parametrically excited system generally involves the computation of the
transition matrix. The Floquet–Liapunov theorem when used to determine the stability of
periodic system involves the determination of the state transition matrix over one period.
Friedmann et al. [22] have developed improved numerical integration scheme for obtaining the
transition matrix FAðTp; 0Þ in a single integration pass, since FAðTp; 0Þ is independent of the initial
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condition. This integration scheme is based on the fourth order Runge–Kutta scheme with Gill’s
coefficient. Following the work of Friedmann et al., Jayaraj et al. [19] have developed a computer
code to compute the transition matrix over one period and hence the eigenvalues of this matrix to
obtain the stability information of periodic system. The model reduction technique and the
computational procedure to determine the instability/stability regions developed by Jayaraj et al
are used in the present work. The current study to start with requires the knowledge of the critical
thermal buckling temperature as well as critical velocities of the hot water under steady flow
conditions through the shell.

3. Semi-analytical finite element formulation

Semi-analytical finite element for general shells of revolution based on first order shear
deformation theory is used to describe the shell vibration behavior. The fluid domain is analyzed
using the linear potential theory and the fluid–structure interaction coupling is implement using
Bernoulli’s principle for unsteady flow and the impermeability condition. Temperature effects due
to flow of hot fluid are considered in the analysis and accounted by computing the initial stresses
(in case of shell analysis strictly these are stress resultants and moment resultants). Thus we frame
a set of equations as a result of uncoupled thermomechanical and coupled fluid–structure
interaction approach. The equation describing the system due to pulsating flow of hot fluid will
have matrices which are time dependent (or periodic in nature). The solution to the periodic
equation involves the computation of the monodromy matrix (or transition matrix). The
integration of the state transition matrix is carried out using the fourth order Runge–Kutta
method with Gill’s coefficient, which gives an indication whether the system is stable or unstable.
Even though much the formulation is available in the literature it is outlined here for the sake of
completeness.

3.1. Structural domian

The ðs; y; zÞ co-ordinate system used to describe the mid-surface geometry of the general shells
of revolution is illustrated in the Fig. 2. The strain displacement relations for a general shell of
revolution are used and hence on appropriate simplification these will be applicable for the
analysis of cylindrical shells, conical shells, spherical shells etc. The mid-surface displacements
according to the first order shear deformation theory are expressed as

uðs; y; z; tÞ ¼ uoðs; y; tÞ þ zcsðs; y; tÞ; ð1aÞ

vðs; y; z; tÞ ¼ voðs; y; tÞ þ zcyðs; y; tÞ; ð1bÞ

wðs; y; z; tÞ ¼ woðs; y; tÞ; ð1cÞ

where uo; vo; and wo are displacement of mid-surface along the s; y and z direction and cs and cy
are rotations of the normal to the mid-surface along s and y axes respectively.

uT ¼ f u v w g: ð2Þ
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In the semi-analytical method the generalized displacement field is assumed to depend in the
circumferential direction hence these quantities can be expanded by a Fourier series in the y
direction as follows:

uoðs; y; tÞ

voðs; y; tÞ

woðs; y; tÞ

csðs; y; tÞ

cyðs; y; tÞ

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

¼
XN
m¼0

cos my 0 0 0 0

0 sin my 0 0 0

0 0 cos my 0 0

0 0 0 cos my 0

0 0 0 0 sin my

2
6666664

3
7777775

uomðs; tÞ

vomðs; tÞ

womðs; tÞ

csmðs; tÞ

cymðs; tÞ

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

ð3Þ

‘m’ indicates the harmonic number (or circumferential mode number).

3.1.1. Stiffness matrix
The semi-analytical finite element formulation for general shells of revolution is based on the first

order shear deformation theory. The structural stiffness matrix is derived from the strain energy,
Ramalingeswara Rao and Ganesan [23]. The total strain energy in the shell continuum is given by

U ¼ U1 þ U2;

where U1 is the strain energy due to vibratory stresses and U2 is the strain energy contribution
from the initial stresses due to steady state axisymmetric temperature. Strain energy U1 is given by

U1 ¼
1

2

Z
V

fesssss þ eyysyy þ gyztyz þ gsztsz þ gsytsyg dV : ð4Þ

The kinematic relations for a doubly curved shells of revolution in the ðs; y; zÞ co-ordinate based
on FSDT are as follows:

ess ¼
1

A1
ðeo

ss þ zk1
s Þ; gyz ¼

1

A2
go
yz;

eyy ¼
1

A2
ðeo

yy þ zk1
yÞ; gsz ¼

1

A1
go

sz;
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gsy ¼
1

A1

1

A2
ðgo

sy þ zk1
syÞ;

where

1

A1
¼

1

ð1þ z=RfÞ

and

1

A2
¼

1

ð1þ z=RyÞ

in the above equations Rf and Ry are the principle radii of curvature of the shell and z is the
thickness measured along the z-axis. In the above equation, ess; eyy; gyz; gsz; gsy are the total strains
which comprise of the normal strains and the shear strains: eo

ss; e
o
yy; g

o
yz; g

o
sz; g

o
sy referred to mid-

surface and k1
s ;k

1
y; k

1
sy; the change in curvature of the mid-surface normal. For a general shell of

revolution these strain components are given below:

eo
ss ¼

@uo

@s
þ

w

Rf
; eo

yy ¼
1

r

@vo

@y
þ

uo

r
cosfþ

wo

r
sin f;

go
yz ¼ fy �

vo

r
sin fþ

1

r

@wo

@y
;

go
sy ¼

1

r

@uo

@y
þ
@vo

@s
�

vo

r
cosf;

go
sz ¼ fs �

uo

Rf
þ
@wo

@s
;

k1
s ¼

@fs

@s
; k1

y ¼
1

r

@fy

@y
þ

fs

r
cosf;

k1
sy ¼

1

r

@fs

@y
þ
@fy

@s
�

fy

r
cosfþ

sin f
r

@vo

@s
þ

1

Rfr

@uo

@y
�

vo

Rfr
cosf:

Accordingly it follows that the strain vector will comprise of

eT ¼ feo
sse

o
yyg

o
syk

1
sk

1
yk

1
syg

o
szg

o
yzg or e ¼

e0

j1

c0

8><
>:

9>=
>;;

where ðe0ÞT ¼ f eo
ss eo

yy go
sy g; ðj

1ÞT ¼ f k1
s k1

y k1
sy g and ðc0ÞT ¼ f go

sz go
yz g:

In shell analysis it is generally convenient to deal with the stress resultants and moment
resultants rather than directly the stresses. Thus when each component of the stress vector,
rT ¼ fssssyytyztsztsyg; integrated over the thickness of the shell will comprise of the stress
resultants and moment resultants, and these are referred through the generalized stress vector

ARTICLE IN PRESS

N. Ganesan, R. Kadoli / Journal of Sound and Vibration 274 (2004) 953–984960



represented as

%N
� ¼

%N

%M

%Q

8><
>:

9>=
>;;

where %N
T ¼ fNssNyyNsyg; %M

T ¼ fMssMyyMsyg; %Q
T ¼ fQssQyyg:

One can deduce from the figure that by setting the value of the principal radius of curvature Rf

equal to infinity, f equal to 90� and the other principal radius of curvature Ry equal to a finite
radius equal to mean radius r; the geometry resembles a cylindrical shell. In the strain
displacement equations, r; represents the parallel-circle radius to the shell mid-surface, can be
inferred from Fig. 2 as equal to r ¼ Ry sin f: Considering these simplifications, the general strains
displacement relations are used to formulate the stiffness and mass matrix.

A three-node isoparametric line element is used along the s-co-ordinate to generate the finite
element mesh for the cylindrical shell (see Fig. 3). Each node has five-degrees-of-freedom. The
element nodal d.o.f. are

dT ¼ fu1; v1;w1;cs1;cy1; u2; v2;w2;cs2;cy2; u3; v3;w3;cs3;cy3g: ð5Þ

The subscripts 1, 2 and 3 denote the node number. The shape functions Ni in terms of the
isoparametric co-ordinate b ¼ ð%s=lÞ (where %s denotes the distance of a point on the element along
the s-co-ordinate and l is length of the element) are given by

N1 ¼
ðb2 � bÞ

2
; N2 ¼ ð1� b2Þ and N3 ¼

ðb2 þ bÞ
2

: ð6a2cÞ

Displacement within the element are interpolated from element nodal d.o.f. vector d;

u ¼ Nd; ð7Þ
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where uT ¼ f u v w g: Strains are obtained from displacements by differentiation. Thus e ¼½@
u
yields e=B�d where B� ¼ ½@
N and ½@
 is the differential operator matrix given by the strain
displacement relations.

The stress–strain relation for a shell lamina can be expressed as, r ¼ %%Q
�
e:

%%Q
�
¼ T�1 %%QT

�T
represents the transformed reduced stiffnesses where T�1 is the co-ordinate

transformation matrix from the material co-ordinates to shell co-ordinates, %%Q denotes the reduced
stiffnesses and the reader can refer to Jones [24] and Decolon [25] for details.

In case of shell analysis where one refers the strains with respect to the mid-surface, then the
generalized stresses are related to the strains through the integrated shell stiffnesses as follows:

%N

%M

%Q

8><
>:

9>=
>; ¼

A B 0

B D 0

0 0 F

2
64

3
75

e0

j1

c0

8><
>:

9>=
>;

or %N
� ¼ %De; the integrated transformed reduced shell stiffnesses are obtained as follows:

ðAij ;Bij;Dij;FijÞ ¼
Z þðh=2Þ

�ðh=2Þ

%Qijð1; z; z2; z3Þ dz ð8Þ

i ¼ 1; 2 and 6 and j ¼ 1; 2 and 6. (Note: %Qij; tensorial notation, and
%%Q; matrix notation, mean the

same.) Aij are extensional stiffnesses, Bij are the bending-extensional coupling stiffnesses, Dij are
bending stiffnesses and Fij are thickness shear stiffnesses. The stiffness matrix is obtained from the
strain energy as

U1 ¼ 1
2
dTked:

where ke is the element stiffness matrix corresponding to the mth harmonic and is computed as
follows:

ke ¼
Z

A

B�T %DB�r ds dy; ð9Þ

where B� is the strain-displacement matrix of the shell at stress free temperature To: The element
stiffness matrix is assembled using standard assembly procedure in finite element analysis to
obtain the global stiffness matrix, Kuu ¼

P
ke: Due to orthogonality principle the stiffness matrix

become decoupled for each circumferential harmonic.
The constitutive matrix %D in Eq. (9) consisting of various integrated shell stiffnesses: Aij; Bij; Dij ;

and Fij: Shear correction factor equal to 5/6 is used.

3.1.2. Geometric stiffness matrix

Zienckiewicz and Taylor [26] describe a finite element method to deal with geometrically non-
linear problems which will be useful in dealing with the classical ‘initial’ stability problem. A
detailed discussion is presented to evaluate the geometric stiffness matrix based on the initial
stresses for plates and shells. Accordingly in the present work, the effect of initial stresses
developed due to temperature is used to evaluate the geometric stiffness matrix. To start with the
stresses s�ss; s

�
yy and t�sy are obtained by accounting the thermal effects. Strain energy due to initial

stresses U2 neglecting the strain energy due to initial transverse shear stresses is given in
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Ramalingeswara Rao [27] as

U2 ¼
1

2

Z
V

f ei
ss ei

yy g
s�ss t�sy
t�sy s�yy

" #
ei

ss

ei
yy

( )
dV ; ð10Þ

U2 ¼
1

2

Z
V

fðei
ssÞ

2s�ss þ ðei
yyÞ

2s�yy þ 2gi
syt

�
syg dV ;

where s�ss; s
�
yy and t�sy are the initial stresses which are constant and depend on temperature rise

DT : ei
ss; e

i
yy and gi

sy are given as follows:

ei
ss ¼

1

ð1þ z=RfÞ
@wi

@s
�

ui

Rf

� �
; ð11aÞ

ei
yy ¼

1

ð1þ z=RyÞ
1

r

@wi

@y
�

vi

r
sin f

� �
; ð11bÞ

gi
sy ¼ ei

sse
i
yy ð11cÞ

z is the thickness quantity of the shell measured along the z co-ordinate and the superscripts ‘i’
denote the quantities due to temperature effects. Based on the usual manipulation in finite element
procedure Eq. (10) can be put in the following form for a finite element as

U2 ¼ 1
2
diTkse d

i ð12Þ

di is the element d.o.f. as indicated in Eq. (5), but these quantities are due to thermal effects. The
matrix kse in the foregoing equation is the element geometric stiffness matrix

kse ¼
Z

V

BiTr� BidV ;

kse ¼
Z

A

BiT %N
th
BidA; ð13Þ

Bi is the strain displacement matrix based on Eqs. (11a)–(11c) and fr�g is the matrix comprising

of the initial stresses due to thermal load and for shell analysis it is equivalent to %N
thT ¼

fN� M� Q� g is a matrix of initial stress and moment resultants. Assembling the element

geometric stiffness matrix yields global geometric stiffness matrix, Kuu
s ¼

P
kse: The computa-

tional procedure of initial stress resultants and moment resultants, %N
th
; is described in next

section.

3.1.3. Thermal load and initial stress evaluation
The temperature is assumed to be constant over the thickness and the temperature field for the

shell continuum is Tðs; y; z; tÞ ¼ Tðs; y; tÞ: Fourier series is used to express the steady state
temperature in the circumferential direction,

Tðs; y; tÞ ¼
XN
m¼0

Tmðs; tÞ cos my
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the subscript ‘m’ indicates the harmonic number (or circumferential mode number). Under
thermal environment the expression for the total potential is as follows:

P ¼
1

2

Z
V

eT %Ce dV �
Z

V

eT %Ceo dV þ
1

2

Z
V

eTo %Ceo dV

where %C is the elastic matrix and eo is the strain due to temperature effects. In the above
expression the third term drops out as a result of minimization of the total potential energy. Since
the strains are referred to the mid-surface of the shell, the above expression can be rewritten for
analysis of shells as

P ¼
1

2

Z
A

eT %De dA �
Z

A

eTk dA: ð14Þ

Minimization of P with respect to the displacement vector dth yields the standard equilibrium
equation for finite element of the shell continuum, ked

th � Fth
e ¼ 0; where ke is the element stiffness

matrix computed as described in Eq. (9), dth is the element displacement vector due to temperature
effects and Fth

e is the element thermal load vector. On assembling the element matrix and element
vectors we obtain the global matrix and vectors, hence

Kuudth
g � Fth ¼ 0 ð15Þ

Kuu is the global stiffness matrix and dth
g ; and F

th global displacement vector and global thermal load
vector respectively. DT denote the temperature rise from the stress free temperature, To: The second
term in the above, Eq. (15), denotes the thermal loading on the structure and evaluated as follows:

Fth ¼
Z

A

eTk dA; ð16Þ

where k is the temperature stress coefficients computed for the shell lamina as

k ¼ %D
�
%aDTðzÞ ð17Þ

%D
� ¼

R h=2
�h=2

%Qijð1; zÞ dz; comprising of the stiffnesses: Aij ; and Bij ; where i; j ¼ 1; 2 and 6.
The coefficient of thermal expansion for shell co-ordinate system is: %aT ¼ fasayasyasayasy00g;

where as and ay are the coefficients of thermal expansion in the directions parallel and
perpendicular to the material co-ordinate axis.

Using Eq. (16) the thermal load is computed for a steady state axisymmetric temperature, above
the stress free temperature To; which is assumed to be 20�C. Solving Eq. (15) gives the
displacement field, dth

g ; due to the thermal loading and thereby the strains eo: Following the
procedure described in Cook et al. [28] related to the computation of stresses due to thermal
loading, the stress resultants will be the sum of the mechanical stress resultants due to thermal
load and the stress resultants due to temperature rise.

%N
th¼ %Deo � k ð18Þ

eo represents the strain developed in the structural continuum due to thermal load, %D; is a matrix
comprising of various integrated reduced shell stiffnesses in the transformed co-ordinate, and k
represents the temperature stress coefficients, and is computed as described in Eq. (17). The stress
resultants and moment resultants are found for each finite element and are used in Eq. (13) to
compute the element geometric stiffness matrix.
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3.1.4. Mass matrix

The mass matrix is obtained from the kinetic energy of the shell continuum,

KE ¼
rs

2

Z
V

ð ’u2 þ ’v2 þ ’w2Þ dV ¼
rs

2

Z
V

uTu dV

rs is the density of shell material. Using Eq. (7) the kinetic energy will be

KE ¼ 1
2
dTmed;

where me is the element mass matrix given by

me ¼ rs

Z
V

NTN dV ð19Þ

Fig. 3 illustrates the typical discretization procedure suitable for semi-analytical finite method.
The cylindrical shell uses a three node isoparametric line element and the fluid domain uses an
annular eight node rectangular isoparametric element, Ross [29].

3.2. Finite element formulation for incompressible fluid flow

The fluid–structure interaction is described by linear potential flow theory. The hot fluid flowing
internal to the shell is assumed to be incompressible and non-viscous. The flow is isentropic and
irrotational. The hot fluid always remains adhered to the internal wall of the shell and the fluid
pressure acts normal to the wall of the shell. Velocity potential is considered as the nodal degree of
freedom in the fluid finite element and it is required that the velocity potential satisfy the Laplace
equation. The fluid element is a rectangular isoparametric element with eight nodes (see Fig. 3).

The governing differential equation for the irrotational steady flow of fluid through the shell is
the Laplace equation

r2 %f ¼ 0; ð20Þ

where %f is the velocity potential. In cylindrical co-ordinates the Laplace equation is

1

r
ðr %f;rÞ;r þ

1

r2
%f;yy þ %f;xx ¼ 0: ð21Þ

The flow of fluid through the cylindrical shell is composed of two components. One component of
velocity is due to steady flow and the second velocity component is associated with the vibrations
of the shell wall, referred to as perturbation velocity. The perturbation velocity components are
expressed as function of velocity potential. Thus the total velocity Vx; Vy and Vr in the axial,
tangential and radial directions are

Vx ¼ Ux þ %f;x; Vy ¼
1

R
%f;y; Vr ¼ %f;r

Ux is the steady state mean axial flow velocity of the fluid.
Bernoulli’s equation for the unsteady flow case is used to compute the dynamic pressure, p;

acting on the shell surface and can be deduced as

p ¼ �rð %f;t þ Ux
%f;xÞ: ð22Þ
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The impermeability condition will assure the fluid–structure interface coupling. One way to
account for the impermeability condition is to assume that the instantaneous normal velocity (or
radial velocity) of fluid is equal to the radial velocity of the shell. The kinematic boundary
condition is expressed through the following relationship:

Vr ¼ %f;r

��
r¼R

¼
Dw

Dt
¼ w;t þ Uxw;x; ð23Þ

where w denotes the normal displacement component of the shell surface (z-co-ordinate). The
second term in the Eq. (23) Uxw;x represents the velocity of the fluid due to local change of slope,
Lakis et al. [30].

Galerkin’s weighted residual approach is used to formulate the finite element form of the
governing Laplace equation. The weighting function used is the fluid shape functions Nf which
are described in Ross [29]. Z

V

NT
f r

2 %f dV ¼ 0;

Z
S

NT
f r %f � n dS �

Z
V

rNT
f r %f dV ¼ 0; ð24Þ

n is the unit normal vector to the structure. In the above equation,

r %f � n 
@ %f
@r

¼
Dwðx; y; r; tÞ

Dt
¼

@w

@t
þ Ux

@w

@x
þ Uy

@w

@y
þ Ur

@w

@r
:

The nature of flow through the shell is assumed as plug flow (i.e., uniform velocity profile across
the cross-section of the shell). The components of velocity Ur and Uy will be zero, hence

r %f � n ¼
@w

@t
þ Ux

@w

@x
:

In the semi-analytical method we assume the velocity potential to be dependent in the
circumferential direction and is expressed using the Fourier series as

%fðx; y; r; tÞ ¼
XN
m¼0

%fðx; r; tÞ cos my:

The velocity potential for a fluid finite element is expressed using the fluid shape function as

%feðx; y; r; tÞ ¼
Xfnodes

i¼1

XN
m¼0

Nfi
%fiðx; r; tÞ cos my

and using the structural shape functions, N; Eq. (24) is rewritten as follows:Z
NT

f N dSf ’Ueg þ Ux

Z
NT

f

@N

@x
dSfUeg �

Z
V

rNT
f rNf dV : ð25Þ

The first two terms in Eq. (25) yields the fluid–structure coupling terms namely, Cfu
e and Kfu

e : In
evaluating these matrices ‘w’ component of shell displacement alone will be involved in
computation. wðs; y; z; tÞ ¼

Psnodes
i¼1

P
N

m¼0 Niwmiðs; z; tÞ cos my where i ¼ 1; snodes indicate the
number of nodes of the shell finite element interacting with the fluid finite element nodes. The
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third term indicates the kinetic energy of the fluid finite element, Hff
e : The subscript ‘e’ stands for

element matrix.
Again applying the Galerkin’s weighted residual procedure to Eq. (22), the fluid–structure

coupling terms viz. Cuf
e and Kuf

e can be obtained as follows:Z
S

NTrf ð %f;t þ Ux
%f;xÞ dS ¼ rf

Z
S

NTNf dSfð %f;tÞeg þ rf Ux

Z
S

NT @Nf

@x
dSf %feg:

Considering the global finite element matrices namely the mass matrix, stiffness matrix of the
cylindrical shell, the geometric stiffness matrix due to axisymmetric temperature, global fluid–
structure coupling terms and the kinetic energy of the fluid, the equation governing the motion of
the coupled fluid–structure system under thermal loading due to steady flow of fluid at uniform
temperature in global co-ordinates is written as follows:

Muu 0

0 0

" #
.u

.%f

( )
þ

0 Cuf

�Cfu 0

" #
’u

’%f

( )
þ
Kuu þ Kuu

s UxK
uf

�UxK
fu Hff

" #
u

%f

( )
¼ 0: ð26Þ

Further we proceed to condense the fluid equation as follows:

�Cfu ’u� UxK
fuuþHff %f ¼ 0;

%f ¼ Hff�1Cfu ’uþ UxH
ff�1Kfuu;

’%f ¼ Hff�1Cfu .uþ UxH
ff�1Kfu ’u:

Substituting %f and ’%f in the structural equation (Eq. (26)), we get

ðMuu þ CufHff�1

CfuÞ.uþ UxðCufHff�1

Kfu þ KufHff�1

CfuÞ’u

þ ðKuu þ Kuu
s þ U2

xK
ufHff�1

KfuÞu ¼ 0; ð27aÞ

M� .uþ C� ’uþ K�u ¼ 0; ð27bÞ

where M� ¼ ðMuu þ CufHff�1

CfuÞ; C� ¼ UxðC
ufHff�1

Kfu þ KufHff�1

CfuÞ; K�� ¼ ðKuu þ Kuu
s Þ;

Ka ¼ U2
xðK

ufHff�1

KfuÞ and K� ¼ K��þKa; C
ufHffCfu; is the added mass term; CufHff�1

Kfu þ

KufHff�1

Cfu is called the added damping term due to potential formulation and KufHff�1

Kfu is
the added stiffness term due to stiffening by the pressure acting on the walls.

Eq. (27b) can be written in the state space form by letting a ¼
u

’u

� �
as follows:

o
�C� �M�

M� 0

" #
a ¼

K� 0

0 M�

" #
a: ð28Þ

The above equation can be used to study the dynamics of shells conveying a steady flow of hot
fluid at a steady state temperature, the fluid being incompressible and inviscid. o (rad/s) is the
natural frequency of the coupled system for a given steady flow velocity of the fluid and steady
state temperature of the fluid.
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Many investigations are reported in the literature on the dynamic stability of pipes/shells
conveying pulsating fluid and generally the flow velocity is assumed in the following form,

Ux ¼ Uoð1þ m cosOtÞ; ð29Þ

consisting of the harmonically varying term superposed on the mean flow velocity. Uo is the mean
flow velocity, m represents the excitation parameter (mUo is the amplitude of perturbation), O is
the pulsating frequency of flow and t the time. Substituting Eq. (29) into Eq. (27a) the dynamic
equation of motion describing the behavior of shell containing the flow of a pulsatile fluid is

M� .uþ UoC
� ’uþ K�� þ U2

o 1þ
m2

2

� �
Ka

� �
u

þ Uom cosOtC� ’uþ U2
om 2 cosOt þ

m
2
cos 2Ot �

O
Uo

sinOt

� �
Kau ¼ 0: ð30Þ

In the above equation the damping term and stiffness term (excluding the geometric stiffness
matrix) are time-dependent. In the next section we discuss the solution methodology to solve the
system of periodic equations.

3.3. Stability analysis: Floquet–Liapanov theory, fourth order Runge–Kutta method, Gill’s

coefficient

The most general method to solve the differential equations with periodic coefficients is the
theory of Floquet–Liapanov. According to this theorem, the knowledge of the state transition
matrix over one period is sufficient to determine the stability of the system. This theory involves
the computation of the state transition matrix. Freidman et al. [22] describe another methodology
for evaluating the state transition matrix with less computation time involved. This is due to the
fact that the state transition is independent of the initial conditions, hence proposed a new
numerical integration method to obtain the state transition matrix in single pass integration. This
new integration scheme is based on the fourth order Runge–Kutta method and makes use of Gill
coefficient. This method is beneficial for large system which obviously cuts down huge
computational time.

The methodology developed by Friedmann and Hammond is discussed in this paper. Consider
the general differential equation of motion, Eq. (30) which describes the behavior of a shell
conveying a pulsatile flow. For the sake of simplicity we write Eq. (30) as follows (i.e., equation of
motion with time-dependent coefficient):

M.uþ CðtÞ’uþ KðtÞu ¼ 0: ð31Þ

In the state space form the equation is

’b ¼ %AðtÞb ¼ ff ðt; bÞg; ð32Þ

where

%AðtÞ ¼
0 I

�M�1K �M�1C

" #
; b ¼

u

’u

( )
:

In Eq. (32), %AðtÞ ¼ %Aðt þ TpÞand t is time co-ordinate and Tp is the time period.
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The transition matrix can be written as ½Fðt; t0Þ
 ¼ ½PðtÞ
�1exp½Rðt � t0Þ
½Pðt0Þ
 where ½Pðt þ
TpÞ
 ¼ ½PðtÞ
 is the periodic matrix and ½R
 is a constant matrix, given by the relation ½FðTp; 0Þ
 ¼
expð½R
TpÞ: The knowledge of the transition matrix over one period determines the solution to the
homogeneous system everywhere through the relation ½Fðt þ iTp; 0Þ
 ¼ ½Fðt; 0Þ
ðexpð½R
TpÞÞ

i where
0ptpTp and i is any integer. The stability criteria for the system are related to the eigenvalues of
½R
 or the real part of the characteristic exponents. The solution of Eq. (32) approach zero as
t-N if all the eigenvalues of ½R
 is less than 1 and otherwise the system is not stable.

The fourth order Runge–Kutta method with Gill coefficients is given by

biþ1 ¼ bi þ
ht

6
k1 þ 2 1�

1ffiffiffi
2

p
 !

k2 þ 2 1þ
1ffiffiffi
2

p
 !

k3 þ k4

 !
; ð33Þ

where bi ¼ bðtiÞ; i is the ith interval and ht ¼ tiþ1 � ti is the step size. The vectors k1; k2;k3 and k4
are given by

k1 ¼ ff ðti; biÞg; ð34Þ

k2 ¼ f ti þ
1

2
ht

� �
; bi þ

1

2
k1

� �� �
; ð35Þ

k3 ¼ f ti þ
1

2
ht

� �
; bi þ �

1

2
þ

1ffiffiffi
2

p
 !

htk1 þ 1�
1ffiffiffi
2

p
 !

htk2

 !( )
; ð36Þ

k4 ¼ f ðti þ htÞ; bi �
1ffiffiffi
2

p htk2 þ 1þ
1ffiffiffi
2

p
 !

htk3

 !( )
: ð37Þ

Combining Eqs. (32) and (34)–(37) will result in

k1 ¼ %AðtiÞbi; ð38Þ

k2 ¼ %EðtiÞbi; ð39Þ

k3 ¼ %FðtiÞbi; ð40Þ

k4 ¼ %GðtiÞbi; ð41Þ

where

%EðtiÞ ¼ %A ti þ
ht

2

� �
Iþ

1

2
ht
%AðtiÞ

� �
; ð42Þ

%FðtiÞ ¼ %A ti þ
ht

2

� �
Iþ �

1

2
þ

1ffiffiffi
2

p
 !

ht
%AðtiÞ þ 1�

1ffiffiffi
2

p
 !

ht
%EðtiÞ

 !
; ð43Þ

%GðtiÞ ¼ ð %Aðti þ htÞÞ I�
htffiffiffi
2

p %EðtiÞ þ 1þ
1ffiffiffi
2

p
 !

ht
%FðtiÞ

 !
: ð44Þ
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Combining Eqs. (33) and (38)–(41) and Eqs. (42)–(44) gives

biþ1 ¼ %BðtiÞbi; ð45Þ

where

%BðtiÞ ¼ Iþ
ht

6
%AðtiÞ þ 2 1�

1ffiffiffi
2

p
 !

%EðtiÞ þ 2 1þ
1ffiffiffi
2

p
 !

%FðtiÞ þ %GðtiÞ

 !
: ð46Þ

Using Eq. (45) the following expressions can be written out

bðt1Þ ¼ %Bðt0Þbðt0Þ;

bðt2Þ ¼ %Bðt1Þbðt1Þ ¼ %Bðt1Þ %Bðt0Þbðt0Þ;

bðtnÞ ¼ %Bðtn�1Þ %Bðtn�2Þy %Bðt0Þbðt0Þ:

For constant step size ht ¼ Tp=Ntsdivi with t0 ¼ 0 and tn ¼ Tp; the last of the above equation
reduces to

bðTpÞ ¼ %BðTp � htÞ %BðTp � 2htÞy %Bð0Þbð0Þ

¼
YN
i¼1

%BðTp � ihtÞ

 !
bð0Þ

¼ FAðTp; 0Þbð0Þ: ð47Þ

Thus, the approximate transition matrix at the end of a period obtained by one integration pass is

FAðTp; 0Þ ¼
YNtsdiv

i¼1

%BðTp � ihtÞ: ð48Þ

3.4. Modal reduction for stability analysis

It has been discussed in the recently published work by Jayaraj et al. [19] the difficulties
involved as a result of using the method suggested by Friedmann and Hammond [22] for stability
analysis. This method outline above for the computation of the state transition matrix involves a
large number of multiplications which can lead to overflow errors. This is especially true in case of
large finite element model involved in the study of parametric instability. The method suggested
by Jayaraj et al. [19] is to reduce the size of the problem and one way of achieving this in dynamic
analysis problems is by transforming the problem into a modal domain. In doing so it should be
borne in mind that the stability information should be retained in the reduced set of equations.
This is possible only when one considers the linear transformation. The co-ordinate
transformation to the modal domain is made using the first few eigenvectors of the time
invariant system. Here we consider the free vibration mode shape of the cylindrical shell with
steady flow of fluid. These are obtained using the finite element equation for the cylindrical shell
with a steady flow of fluid with no damping, and this is reduced from Eq. (30) as

M� .uþ K� þ U2
0 1þ

m2

2

� �
Ka

� �
u ¼ 0: ð49Þ
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Using the LAPACK’s [31] routine RGG, the eigenvectors j of Eq. (49) are found. These
eigenvectors are orthogonal with respect to M� and ðK� þ U2

0 ð1þ ðm2=2ÞÞKaÞ: Using the
transformation u ¼ jy in the full Eq. (30) and pre-multiplying by jT

jTM�j.yþ U0jTC�j’yþ jT K� þ U2
o 1þ

m2

2

� �
Ka

� �
jy

þ U0m cosOtjTC�j’yþ U2
0m 2 cosOt þ

m
2
cos 2Ot �

O
Uo

sinOt

� �
jTKajy ¼ 0:

The resulting matrix can be written as

Mr .yþ CrðtÞ’yþ KrðtÞy ¼ 0; ð50Þ

where Mr ¼ jTMj ¼ I; CrðtÞ ¼ U0ð1þ m cosOtÞjTC�j and

KrðtÞ ¼ jT K� þ U2
0 1þ

m2

2
þ 2m cosOt þ

m2

2
cos 2Ot �

m
Uo

O sinOt

� �
Ka

� �
j:

Here the mass matrixMr is diagonal and is the identity matrix, but CrðtÞ and KrðtÞ are not dia-
gonal matrices. However, the matrices are now considerably smaller when compared to the origi-
nal problem. Due to these reasons the numerical computation should not pose any difficulties. In
the normalization process, the stiffness coefficients become much smaller (from Oð109Þ to Oð103Þ
and mass coefficients from Oð10�3Þ to Oð1Þ; based on the studies by Jayaraj et al. [19].

4. Numerical results and discussions

Computation of the parametric instability regions are carried out for a typical cylindrical shell
with l=r ¼ 1:048 and clamped–clamped boundary condition. The overall computation work
involves the determination of (i) lowest thermal buckling temperature for various circumferential
modes, (ii) under steady flow of fluid, determining the critical mean axial flow velocity and finally
(iii) the instability regions that results due to flow of pulsatile fluid through the shell. The
computational results are discussed in separate sections below.

4.1. Thermal buckling temperature evaluation

Knowledge of the critical thermal buckling temperature is essential to start the study on
dynamic stability of cylindrical shells containing the flow of hot water which is periodically
varying with time. The buckling temperature of the cylindrical shell under axisymmetric
temperature variation will give an indication for the maximum fluid temperature that is permitted
for analysis. We make use of Eq. (26) in the uncoupled form: ðKuu þ wKuu

s Þub ¼ 0; where Kuu is the
structural stiffness matrix, Kuu

s is the geometric stiffness matrix, w are the buckling eigenvalues and
ub is the buckling eigenvector, in order to determine the static thermal buckling temperatures for
various modes (m; n) where m indicates the number of circumferential wave numbers and n
indicates the axial mode number. The cylindrical shell is of mild steel material. The cylindrical
shell has the following dimensions: 0.914m long and 0.876m radius. The thickness of the shell is
0.0015m. The number of three node isoparametric line element used is 15. Table 1 lists the lowest
buckling temperature (i.e., axial mode number n ¼ 1) for various circumferential modes (m).
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The buckling temperature presented in Table 1 are DT�C; where DT ¼ ðTactual � ToÞ: Here To is
the reference temperature (or stress free temperature) equal to 20�C, and Tactual represents the
absolute buckling temperature. Table 1 gives an indication that the critical thermal buckling
temperature does not vary to a great extent from mode to mode. The critical thermal buckling
temperature being lowest for mode (21,1).

4.2. Critical mean axial velocity of fluid under steady flow condition

The critical velocity of water at various temperatures is required to be computed. Eq. (28) is
used to compute the natural frequency of the cylindrical shell containing the flowing fluid at
steady mean flow velocity, Uo: A LAPACK’s eigenvalue solver RGG is used to solve Eq. (28). The
temperature of water during the flow through shell is assumed to remain constant. Water at
different temperature is considered in the study. Table 2 shows the critical velocity of water for
various modes and various temperatures. Table 2 also lists the critical buckling temperature
(Tactual

�C) for various modes.
As seen from Table 2, the critical flow velocity varies from mode to mode irrespective of the

water temperature. Further the nature of variation of the critical flow velocity from mode to mode
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Table 1

Critical buckling temperature of the cylindrical shells with l=r ¼ 1:048 for 25 modes

Modes Buckling temperature (�C)

(1,1) 92.40

(2,1) 92.40

(3,1) 92.39

(4,1) 92.38

(5,1) 92.38

(6,1) 92.37

(7,1) 92.37

(8,1) 92.37

(9,1) 92.37

(10,1) 92.36

(11,1) 92.34

(12,1) 92.27

(13,1) 92.12

(14,1) 91.91

(15,1) 91.66

(16,1) 91.13

(17,1) 89.30

(18,1) 87.31

(19,1) 85.74

(20,1) 84.85

(21,1) 84.36

(22,1) 84.42

(23,1) 85.18

(24,1) 86.52

(25,1) 88.39
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at a particular temperature remains same. For example, considering water at temperature 20�C,
the mode with lower harmonic has a high critical flow velocity. This velocity reduces as the
number of harmonics increase, where it reaches a low for mode (13,1) which is about 98.0m/s.
Further the velocity increases as the number of harmonics increase. It should also be mentioned
here that the mode (13,1) corresponds to the lowest natural frequency of the cylindrical shell. To
illustrate further, consider the water flow through shell at temperature 90�C. It is again noted here
that the mode (1,1) has the highest critical velocity. The velocity reduces as the number of
harmonics increase, reaching a low value of 48.0m/s for mode (18,1). For water flowing at
temperature 105�C it is seen that the shell cannot sustain the flow of water at modes (21,1) and
(22,1) since this temperature of water (DT¼ 85�C) is very close to the critical thermal buckling
temperature of the shell. Hence it is interesting to note that as the water temperature increases and
is close to the thermal buckling temperature of the shell, the critical velocity of hot water will
correspond to the mode(s) close to the thermal buckling temperature. That is (18,1) mode has
buckling temperature of 87.3�C, hence the lowest velocity is 5.5m/s with flow of water at 105�C.
More detailed discussion on the above aspects can be found in article [20].

4.3. Computation of dynamic instability regions

The procedure involved in computing the regions of dynamic instability is as follows: (i) the
structural stiffness, mass, geometric stiffness matrices, fluid–structure interaction matrix and
kinetic energy of the fluid matrix are computed. (ii) These matrices are cast to form the equation
of motion for a flow of fluid with harmonic perturbation, Eq. (30). (iii) This equation is required
to be reduced to modal domain. Hence Eq. (30) is recast to Eq. (49) to obtain the undamped
eigenvectors and added mass frequency of the cylindrical shell containing quiescent fluid. (iv)
undamped eigenvectors are used to transform the equation of motion, Eq. (30), into the modal
domain i.e., Eq. (50). (v) Eq. (50) is again cast in the state space form, Eq. (32). (vi) Floquet–
Liapanov theorem is used to determine the stability information of the system. Fourth order
Runge–Kutta method with Gill’s coefficient is used to compute the transition matrix over one
time period. For a given velocity and a range of frequency of pulsating fluid flow, the eigenvalues
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Table 2

Critical velocity of water at specified temperatures and critical buckling temperature for the corresponding modes

Mode (m; n) Critical velocity of water (m/s) at temperatures Buckling temperature (Tactual
�C)

20�C 50�C 90�C 105�C

(1,1) 164.0 147.5 104.0 57.0 112.4

(4,1) 161.5 146.5 103.0 57.0 112.38

(7,1) 125.5 121.5 104.0 57.0 112.37

(10,1) 99.5 91.0 77.5 55.5 112.36

(13,1) 98.0 84.0 61.0 49.0 112.12

(15,1) 101.0 83.5 53.0 34.5 111.66

(18,1) 112.5 91.0 48.5 5.5 107.31

(21,1) 129.5 104.5 52.5 0.0 104.36

(22,1) 136.0 110.0 56.5 0.0 104.42
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of the transition matrix are examined. If the eigenvalues are less than one then the system is stable
otherwise it will be unstable. The unstable points are plotted on a graph of ‘pulsating frequency
vs. steady velocity’.

The details of the finite element mesh comprise of 15 elements for the cylindrical shell and 30
elements for the fluid domain (two elements in the radial direction and 15 along the length of
cylindrical shell). Cylindrical shell is of mild steel and water is considered as the working fluid. All
material properties are independent of temperature.

4.3.1. Validation

The formulation for the study of the dynamic stability of cylindrical shells having the flow of
pulsating fluid is validated with the theoretical results produced by Ginsberg [6], for a pipe of
4.57m long, 0.1524m in diameter and thickness of the pipe being 0.0013m. The material was mild
steel. Other details as mentioned in Ginsberg are: the component of harmonic flow velocity has a
magnitude of 0.4 times the mean flow velocity. Damping is neglected. The ratio of mass of the
fluid per unit length to the sum of mass of fluid per unit length of pipe and mass per unit length of
pipe, a is 0.8. Typical result has been generated using the present computer code for a case of
simply supported pipe for Ginsberg’s dimensions. Water flow at ambient temperature (20�C) is
considered.

Fig. 4 illustrate the comparison of the results reported by Ginsberg [6] and results obtained
from the present methodology. The non-dimensional quantities are defined in Ginsberg [6]. The
non-dimensional frequency is ðO=o1Þ; where O is the pulsating frequency of the fluid flow and o1

is the fundamental frequency of the fluid filled shell, given as p2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EI=ðrA þ mÞL4

p
; where E is

Young’s modulus of the pipe material, I the second moment of area of cross-section, r is the
density of the fluid, A the internal cross-sectional area of pipe, m the mass per unit length of pipe
and L the length of the pipe. The non-dimensional fluid velocity is defined as ðUo=Lo1Þ; where Uo

is the component of steady flow velocity of the fluid. It is observed from the Fig. 4, that it is fairly
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possible to evaluate the regions of instability by the present code and more or less the instability
regions predicted by present study reasonably tally with that predicted by Ginsberg.

4.3.2. Stability studies on shells conveying hot fluid with fluctuating flow
To understand the nature of the occurrence of the regions of instability in cylindrical shells

containing the flow with velocity varying harmonically, a detail study has been carried out on a
typical cylindrical shell. The instability regions are evaluated for the cylindrical shell of dimension
0.914m long and 0.876m radius. The thickness of the shell is 0.0015m. The magnitude of
excitation parameter m is taken as 0.4. Typical studies on the parametric instabilities are also
presented with excitation parameter equal to 0.2 and 0.6. The ratio bMR is 0.95, defined as
bMR ¼ ðrf AÞ=rf A þ m; where rf is the density of the fluid, A is the internal area of cross-section
of shell and m is the mass per unit length of pipe. Water temperature considered in the study are
20�C, 50�C, 90�C and 105�C (or DT¼ 0�C; 30�C, 70�C and 85�C). The velocity of flow through
the shell is limited by the critical velocity of the water at the stated temperature under steady flow
condition, the details of which have been provided in Table 2. Hence in the present study
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Fig. 5. Instability regions for mode (1,1). Excitation parameter, m ¼ 0:4:

N. Ganesan, R. Kadoli / Journal of Sound and Vibration 274 (2004) 953–984 975



depending upon the circumferential mode and temperature of the water the evaluation of
instability has been carried out up to critical flow velocity which corresponds to the case of
uniform flow. The flow pulsating frequency is limited to more or less close to twice the natural
frequency of the cylindrical shell containing quiescent fluid for the purpose of numerical
evaluation. Studies are carried out for few modes like (1,1), (7,1), (13,1) and (18,1). Results of the
numerical study are illustrated in Figs. 5–8, for excitation parameter, m; equal to 0.40.

Consider the results of the study for mode (1,1). Referring to Fig. 5(a)–(d), we see that the
resonance regions approximately happen to occur at 2oamf and oamf : The instability region
that originates close to 2oamf appears to the dominant one as far the numerical results presen-
ted in this study. The interesting characteristics of this region are that the number of unstable
points increases as the velocity increases and the unstable points appear for lower pulsating
frequency, O; as the flow velocity increases. The width of the instability region widens as the
flow velocity increases. This is true for flow of water at different temperatures of 20�C, 50�C,
90�C and 105�C.
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Fig. 6. Parametric resonance regions for mode (7,1). Excitation parameter, m ¼ 0:4:
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In the case of pipes containing the flow of fluid with flow velocity having a harmonic
disturbance, it is known that the parametric resonance are generally found to appear in

neighborhood of ð2oamf = %%kÞ where %%k ¼ 1; 2; 3;y and oamf is the natural frequency of the

system (strictly it is the frequency of the cylindrical shell containing the fluid) and also there is a
specific range of, O; over which the resonance exists. The range of O depends on the excita-

tion parameter, m: When %%k ¼ 1; 3; 5 the parametric resonance is primary resonance. The

parametric resonance with %%k ¼ 1; is of much importance. Secondary resonances appear for even

values of %%k:
As the temperature of water increases, the critical flow velocity reduces, refer to Table 2. For

example, in the case of mode (1,1), the critical flow velocity is 164.0m/s for water at ambient
temperature, 20�C and for water flowing at temperature of 105�C the critical flow velocity is
57.0m/s. The thermal buckling temperature indirectly influences the magnitude of the critical flow
velocity.
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Apart from the resonance regions in and around 2oamf there are instability regions around
oamf : The resonance region around oamf is very small when compared to the one that occurs in
and around 2oamf which is the predominant parametric resonance.

Consider the instability regions for mode (7,1). Looking at the instability plots presented in
Fig. 6(a)–(d), it is observed that the unstable points approximately start at 2oamf ; and oamf :

The unstable points are very few in number that originate for pulsating frequency equal to oamf

and also the number of unstable points increase for higher velocities. Also note the appearance of
definite unstable points for higher flow velocities corresponding to pulsating frequencies which
difficult to classify.

Under harmonically perturbed flow through cylindrical shells, it is observed that there exist
only unstable regions for any value of pulsating frequency, O; of fluid flow very close to the critical
flow velocity. For example, this can be observed in the case of mode (7,1), Fig. 6(a)–(c), for flow of
water at 20�C, 50�C and 90�C. This typical characteristic feature occurs for velocity of fluid
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beyond 90%, 86% and 97% of the steady flow critical velocity where in the unstable region starts
right from the smallest magnitude of the frequency of the pulsating fluid.

Fig. 7(a)–(d) likewise illustrates the instability regions for mode (13,1) due to flow of pulsatile
cold water as well as hot water. For this mode we again notice that there exists another prominent
instability region other than that originates at 2oamf and oamf : Note the instability regions
originating at 210 rad/s for water at ambient temperature, 198 rad/s for water at 50�C, 130 rad/s
for water at 90�C and 100 rad/s for water at 105�C. For this mode (13,1) we also notice the
presence of only unstable regions beyond certain percentage of the critical velocity. For example,
for water temperature at 20�C and for velocity of water above 90% of the critical velocity and for
water temperature of 90�C the velocity is 94% of the critical velocity, see Fig. 7(a) and (c).

Parametric resonance for mode (18,1) are presented in Figs. 8(a)–(d). The buckling temperature
for this mode is 87.1�C. We have a case where water temperature of 85�C (or absolute
temperature 105�C) is close to the buckling temperature of the shell. Under such conditions the
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Fig. 9. Instability regions for mode (7,1). Excitation parameter, m ¼ 0:2:
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critical flow velocity of hot water under steady conditions will be very low equal to 5.5m/s. The
instability region observed for this mode have similar characteristics to that for modes (7,1) and
(13,1).

It is also interesting to note that width of the instability regions observed for mode (1,1)
are found to be very small compared to the width of the instability regions for modes (7,1)
and (13,1).

4.4. Effect of excitation parameter, m, on the instability regions for pulsatile flow of hot water

In order to study the effect of excitation parameter on the instability regions resulting from the
pulsatile flow of water at various temperatures, typical results are presented in this section for
mode (7,1) and (13,1). Excitation parameter equal to 0.2 and 0.6 are considered for the study.
Figs. 9(a)–(d) and 10(a)–(d) illustrates the parametric instability regions for mode (7,1) and (13,1)
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Fig. 10. Instability regions for mode (13,1). Excitation parameter, m ¼ 0:2:
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when the excitation parameter, m; is equal to 0.20. When compared to instability regions obtained
for m ¼ 0:4; the instability regions have smaller width. Also notice that the instability regions
droop down with greater gradient as the velocity increases. In other words the unstable points
appear for lower pulsating frequency whereas the pulsating frequencies are higher in case of
m ¼ 0:4:

Typical results of the study for higher magnitude of excitation parameter m ¼ 0:6 are also
presented. Figs. 11 and 12 illustrate the instability regions for mode (7,1) and (13,1). It is clear on
comparison of Fig. 11(a)–(d) with Fig. 6(a)–(d) or Fig. 9(a)–(d) that as the excitation parameter
increases the width of the instability region also increases. It should also be noticed that the
magnitude of the maximum steady state velocity beyond which there exists only unstable region
decreases. For example, with pulsating flow having m ¼ 0:2 and for mode (7,1) with water flow at
ambient temperature, the maximum velocity is 88% of the critical velocity of water where as it is
75% of the critical velocity when excitation parameter is 0.6.
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5. Conclusions

This paper attempts to study the parametric instabilities in cylindrical shells containing
the flow of hot fluid which has harmonic disturbance. The temperature of hot water is consi-
dered to produce a uniform temperature rise across the thickness of the shell and due to
perfect insulation the temperature gradient along the length of the shell will be negligible.
These assumptions are favorable to understand the problem as the shell wall being subjected to
thermal loading. By evaluating the geometric stiffness matrix due to initial stresses, it should
help to understand this problem as an uncoupled thermomechanical problem due to the presence
of hot fluid along with coupled fluid–structure interaction problem involving the flow of hot
fluid through the cylindrical shell. Regions of parametric instabilities are evaluated for a
typical cylindrical shell to illustrate the usefulness of the formulation. Higher circumferential
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Fig. 12. Instability regions for mode (13,1). Excitation parameter, m ¼ 0:6:
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modes and its associated first axial mode have been considered in the evaluation. The conclusions
from this study are:

(i) With the flow of hot fluid, water temperature greater than ambient, the regions of parametric
resonance mostly originate for pulsating frequency of the fluid at 2oamf and oamf : This
finding is similar to that generally occurring in pipes/shells conveying pulsating fluid at
atmospheric temperature. The resonance region which starts at 2oamf has initially smaller
width for lower steady velocity and gradually the width of the instability region increases as
the flow velocity increases. The instability regions originating close to oamf are very small.

(ii) For certain higher modes like (13,1) and (18,1) the appearance of instability regions for
pulsating frequency lower that oamf is observed. This instability region is comparatively
wider compared to that originating for oamf :

(iii) For very high steady velocities (say for velocities beyond 85% of the critical velocity) there
exist only unstable points.

(iv) Considering the influence of the excitation parameter on the instability regions, it is observed
that lower the excitation parameter the width of the instability region reduces and the
instability region droops with much larger gradient.
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